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USING SPSS FOR WINDOWS:  TUTORIAL 3

Hypothesis Testing

1.
There are many different types of statistical test, but we are only going to look at three tests as examples.  If you are completing a project, you should discuss with your supervisor the most appropriate statistical test.

2.
The basis of many statistical analysis is the concept of hypothesis testing.  Refer to your lecture notes or if you are unsure about this, before continuing with the tutorial.

3.
The t test for parametric data.

3.1.
Where we have data which has a distribution similar to that of the normal distribution, the data is said to be parametric. If data is parametric we can use test such as the t test to identify differences between samples and the population at large.

3.2.
The value of t is based upon the difference between the mean value of a sample and the mean value of a population, based on the standard deviation of the population. Because of the assumption that the populations are normally distributed, it can only be used on parametric data.

3.3.  How do we know if the data is normal?  The simplest approach is to look at the data in the form of a Histogram. To do this click on Graphs and Histogram.  In the Histogram window, select days as the variable and also select Display normal curve. This will superimpose a normal curve into the displayed Histogram so that you can see the match between the two.  Click on OK. You should see a chart similar to that in Figure 3.1. This shows a reasonable fit with the normal distribution, so it would seem to be appropriate to use a parametric test on the data. There are specific tests than you can do to measure the extent of compliance with a normal distribution. 
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Figure 3.1: Histogram with normal distribution curve superimposed – using SPSS 11.5
3.4.
As an example of hypothesis testing, we may wish to see if there is any significant difference between the length of stay of males and females.  To do this we can carry out a test on the means of the number of days for men and women.  These represent two independent samples, so we use the Independent Sample t test.

3.5.
To run this test, select Analyse, Compare Means and Independent- Samples T Test.  Select days as the test variable(s) and sex as the grouping variable.  Next, click on Define Groups and enter 1 for Group 1 (to select males as the first sub-group) and enter 2 for Group 2 (to select females as the second group).  Click on OK.  You should now see an statistics window, as shown in Table  3.2.

Table 3.2 Output table for t-test
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[image: image2.wmf]Group Statistics

13

14.62

7.26

2.01

13

15.77

4.95

1.37

Sex of respondent

Male

Female

Days spent

outside the UK

N

Mean

Std. Deviation

Std. Error

Mean


[image: image3.wmf]Independent Samples Test

.985

.331

-.473

24

.640

-1.15

2.44

-6.19

3.88

-.473

21.174

.641

-1.15

2.44

-6.22

3.91

Equal variances

assumed

Equal variances

not assumed

Days spent

outside the UK

F

Sig.

Levene's Test for

Equality of Variances

t

df

Sig. (2-tailed)

Mean

Difference

Std. Error

Difference

Lower

Upper

95% Confidence

Interval of the

Difference

t-test for Equality of Means


3.6.
The output table gives first of all the means and standard deviations of the two samples, male and female.  The next table shows on the left the result of what is known as Levene’s Test, which is a test to see if the distribution is similar for the males and females.  If the distribution is similar the Sig. or p value of the Levene test will not be significant (i.e. it will be greater than 0.05) and we can use the Equal variance assumed t test.  The t value and its significance (Sig. (2-tailed)) are shown next.

3.7.
The null hypothesis is that there is no significant difference in the average length of stay abroad between men and women in the sample. The alternative hypothesis is that there is a difference in the length of stay between men and women.  This is a two-tail test - if you are unsure of the meaning of this consult your notes. If the hypothesis was that men stay longer than women, we would use a one-tail test.

3.8.  You can see from the Table that the 2-tail Significance is greater than 0.05 (it is 0.64 or 64%). This means that there is a high probability that the means come from the same sample. Thus, on the basis of the sample taken and the significance level of the test, there is insufficient evidence to justify rejection of the null hypothesis, and it is retained.  The alternative hypothesis is not tenable and we conclude that there is no significant difference between  the length of stay of men and women. (NB. The null hypothesis is not ‘proven’ or ‘accepted’ by this test.)
3.9.
An alternative form of the t test is to compare our sample mean against a population mean to see if there is a significant difference. For example we might know that the average period people from the UK spend oversees is  12.5 days. Our sample has a value of 15.19, but is this small difference significant?

3.10. To test, click on Analyse, Compare Means and One-Sample T Test. Enter Days as the variable and 12.5 as the Test Value. You will get an output table like this:

Table:
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3.11.
This gives a p value of 0.034, so we can reject the null hypothesis and say that our mean of 15.19 is significantly greater than the UK average of 12.5 days

4.
The Chi-square test for non-parametric data

4.1.
Because it makes no assumptions about distributions, the chi-square test (sometimes written as  2), can be used with a wide range of data, including interval, ranked, nominal and categorical data. 


4.2
The test is often used with data in the form of a contingency table. For example, in our data we can produce a two-way contingency table of the sex of the respondent against their answer to question 5, as in Table 3.3. Another name for this arrangement of data is a cross-tabulation, because we rearrange and summarise the data, with one variable in the vertical direction and a second variable in the horizontal direction. We can describe a cross-tabulation in relation to the number of possible values which each variable can take. For example, the variable Sex can have two values, male or female. Similarly, the variable day_grp, can take two values (below median or above median). A cross-tabulation of these two variables would give a 2 by 2 table.

Table 3.3 Two-by-two contingency table of sex versus days abroad
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4.3.
Using SPSS we can produce this contingency table easily. First select Analyse, and from this menu choose Descriptive Statistics and Crosstabs.  For the Rows select Sex, for the columns Day_grp. Click on the Statistics option and select Chi-square followed by Continue and OK.
4.4.
In the output window, you should see an analysis of the data in the contingency table of the two variables, as shown in Table 3.4. The value of p > 0.05 for the Pearson Chi Square Test means that we retain the null hypothesis - there is no association between the sex of the respondent and their response to the question on days abroad.

4.5.
NOTE: The Chi-square tests requires that there is an expected value of 5 in each cell of the contingency table. If, in a two by two contingency table, one or more cells has a value of less than 5, SPSS automatically runs the Fisher’s Exact test, which is less powerful than the Chi-square test. 

Table 3.4 Results of Chi-square test  

	 
	Value
	df
	Asymp. Sig. (2-sided)
	Exact Sig. (2-sided)
	Exact Sig. (1-sided)

	Pearson Chi-Square
	3.104(b)
	1
	.078
	 
	 

	Continuity Correction(a)
	1.716
	1
	.190
	 
	 

	Likelihood Ratio
	3.177
	1
	.075
	 
	 

	Fisher's Exact Test
	 
	 
	 
	.175
	.095

	Linear-by-Linear Association
	2.949
	1
	.086
	 
	 

	N of Valid Cases
	20
	 
	 
	 
	 


a  Computed only for a 2x2 table

b  3 cells (75.0%) have expected count less than 5. The minimum expected count is 4.05.

5.
Tests for ranked/ordinal data

5.1.
Where we have ranked data, we could treat the data as if it were in categories. However this does not make the greatest use of the data, since it ignores the numerical value. There are a number of tests which can be used on ranked data, depending upon the hypothesis. If, as an example, our alternative hypothesis was that people preferred air travel to other forms of transport we could use what is known as a related sample test. The null hypothesis in this case would be that there is no difference in the distribution of rankings for all three forms of transport. Since the test we are going to use is designed to compare two variables, we must test for a difference between air and rail and car separately in pairs.

5.2. In order to carry out this test, click on Analyse, and Non-parametric, followed by  2 Related samples. Highlight both air and  rail and move both to the variables list. Then highlight both air and car and also move both to the variables list. Select the Wilcoxon test and click on OK. You should see a table as shown in Table 3.5. The value of p is 0.001 (0.1%) for the air/rail comparison. Therefore we reject the null hypothesis in favour of the alternative hypothesis - the people in our sample prefer air transport to rail. In the case of air against car, the level of p is .058 (5.8%) so we retain the null hypothesis - there is no significant preference between air and car (although ‘marginal’). This test can also be done for the air and car comparison.

Table 3.5 Analysis of ranked data using the Wilcoxon test

NPar Tests

Wilcoxon Signed Ranks Test
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Note that the labelling of the ‘air and ‘rail variables does not show up in complete form unless you put this detail in previously  – edit the labels to ensure that the table is more clear if necessary.

5.3.
An alternative may be to express the hypothesis in a more general form - that people have strong preferences in their method of transport. In this case, the null hypothesis would be that there is difference between peoples preferences for rail, air and car. Since we have three variables, we cannot use the Wilcoxon test, which can only be used with two variables. An alternative for situations where we have more than two sets of ordinal data is the Friedman test. To use this, click on Analyse, and Non-parametric, followed by K-Related Samples. Select air, rail and car as the variables and select the Friedman test. Then click on OK and you should see the output in Table 3.6. 

5.4.
This shows a p value of 0.014 (1.4%), so we reject the null hypothesis. People do have a preference in their method of transport.  The test itself does not tell us about which method is most preferred and which is least preferred. We can only judge this by looking at the data or by performing a series of paired comparisons as described above. The mean values for the rankings indicate that air is the most popular (1.58) followed by car (2.04) with rail as the least preferred (2.38).

Table   3.6 Analysis of ranked data using the Friedman test
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5.4 In cases where the data is at a higher measurement level than ranking, then more powerful parametric methods can be used test hypotheses concerning comparisons of 3 or more groups. These tests are based on ANALYSIS OF VARIANCE (ANOVA) and in the simplest form it is an extension of the t-test (see Section 3.0). A dependent variable (usually continuous and parametric) and an independent variable (usually categorical) need to be identified. The data may have to be re-arranged in SPSS for ANOVA.  If an overall significance is established then a multiple comparison test is used to compare all possible pairs of groups to identify where the significant difference(s) is located.  ONE-WAY ANOVA (i.e. there is 1 independent variable) can be applied to answer the question “Does number of days spent outside the UK vary with age group?”  Click on Analyse, Compare Means, One-way ANOVA. Put days in the Dependent list and age_grp  as the Factor.  For Post Hoc comparison there is a bewildering list of choices (consult your lecture notes and references for guidance with these tests).  For now, select the Tukey test (equal variances assumed) and Dunnet’s T3 (equal variances not assumed). In Options select Descriptives and Homogeneity-of-variance (see t-test in 3.0). 

A large output appears – examine the means and the standard deviations in the Descriptives table and link this the Homogeneity of variance test. Now look at the overall ANOVA table, the F value (variance ratio) and its significance.  If the significance of the F value is 0.05 (5%) or less then there is an overall significance. Finally, examine the Post hoc test list.  This can get difficult to interpret in the style presented by SPSS – see your references for examples of a simpler way to present the multiple comparison results.

6. Printing from SPSS
6.1
You can print out your data, results and graphs from SPSS at any time. SPSS will assume that you wish to print out what is displayed in the top window i.e. what you can see on screen at that time. So, for example, if you wish to have a printout of your data, you should do this from the SPSS Data Editor (where the Newdata_02.sav file data is located). Click on File and select Print.

6.2  If you wish to have a printout of the analysis of results, you should switch to the Output window (or load in the output file).  Click on File and select Print.  A Selection (individual items) can be chosen  - click on the table /chart, or on the Output list on the left of the output screen, before printing.  Alternatively, All visible items can be printed. Printing of output is best left until the end of a session to avoid multiple printing of the same material.


NB. If the output file is already open, you can bring the Output window to the front of the screen for printing by selecting Window and the file name, or use the Taskbar button. 

6.3 A good alternative to printing directly from SPSS is to cut and paste directly into a Word for Windows document. To do this, first open up Word. Return to SPSS and click on a table or chart, directly, or on the output list, that you wish to copy – use Edit  ‘Copy Objects’.   Switch to Word via the button on the taskbar and click on Edit, Paste. You can make multiple selections from the SPSS Output file by holding down the Control key [Ctrl] and using the mouse to click on several charts or tables. Memory limitations or the linkage setup between Word and SPSS on the particular workstation may cause problems with this method for transferring charts – consult the lecturer. An another alternative is to save the charts individually (using Export chart – see section 5.0 Tutorial 2) then load them into Word at a later point with SPSS closed.

6.4 Copying and Pasting tables is usually problem-free but there is a complication. Use of Edit, Copy with tables gives a ‘text’ copy of the table in Word.  If you require the formatted picture style (SPSS) you need to use Paste Special in Word or use Copy objects in SPSS.

6.5 Finally, beware that once a table or chart is copied into Word it can be difficult to edit or change  – you are recommended to FINALISE all tables and charts in SPSS before transferring.  Double clicking on the item will take you into edit mode.

7. Correlation
Correlation is the measure of the degree of association between two variables when both are measured on a series of objects, e.g. a group of people or   samples of retail or business products. The objects or samples must exhibit an adequate range variation in the two variables.  If they change in the same direction, i.e. when one increases so does the other, the correlation is likely to be high, and positive.  A change in the opposite direction for one versus the other can also result in a high correlation, but in this case of a negative nature. In both these cases the variables are changing  ‘in parallel’.  If they are less correlated then divergence from parallel will occur - the maximum being when 1 variable goes at right angles to the other, i.e. the variables are ‘uncorrelated’.

The strength of the correlation is given by the correlation coefficient.   For parametric data with an interval level of measurement, Pearson’s  (product- moment) correlation coefficient, r is appropriate.  For ordinal data, or when doubts about the measurement level, then Spearman’s rho þ   is the alternative. 

 The coefficient will have a magnitude within a range of 0 to 1.  Maximum correlation is -1 or +1, and a minimum (zero correlation) of 0. The magnitude of r or þ does not indicate significance of correlation, which is obtained by a significance test.   With large numbers of readings   a significant correlation may be obtained even though no obvious relationship exists.  This is seen when a scatter graph is drawn.  Also, all the above discourse assumes a linear relationship, but the scatter graph may show a curvilinear appearance.  N.B. a significant high correlation does not imply causation.

All the above stages should be performed in a correlation analysis.  Correlation coefficients can be calculated using most types of scientific calculator, and using Excel and SPSS.  Data are entered in pairs or as 2 columns.

In SPSS select Analyze, Correlate, Bivariate. Choose ‘Age’ and ‘Days’ as the 2 variables and include both Pearsons r and Spearman’s þ in the analysis.  Look for the value of the coefficient and its significance for both tests.

8. Subgroup analysis.
To examine and analyse subgroup effects, such as variation in a variable possibly due to  ‘Gender’, ‘Age group ‘or other subgroups created by median splits etc. a number of techniques are available.  To obtain summary statistics and to examine Histograms of subgroups use Analyze/Descriptive statistics/Explore.  Try this with ‘Days’ according to Gender. Enter ‘Days’ as the variable  for  the Dependent List and put the subgroup category  ‘Gender’ as the factor for the Factor List. Click on the Plots button and select Histogram, but turn off the ‘stem and leaf’ plot unless specifically required. Click Continue then OK . Histograms and Box Plots for Male and Female are displayed , plus several summary statistics including  mean, median, std. Deviation, etc.

Significance testing with subgroups is handled by selection of appropriate tests, with the subgroup treated as the Factor (1-way ANOVA) or Grouping Variable (Independent t-test). 
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