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Irony is a heavily context-dependent pragmatic phenomenon. But what is it about context that facilitates or
blocks irony comprehension? Based on the echoic account, we suggest that a context facilitates irony com-
prehension when it makes manifest a speaker’s intentions and attitude, i.e., when a context makes it easy for
participants to engage their mindreading abilities. In two pre-registered self-paced reading experiments, we
investigated the comprehension of sentences in English that could be understood as ironic or literal, accord-
ing to the story frame that participants read leading to the target sentence. In Experiment 1, we found that
when the story frames prevent participants from anticipating the speaker’s intention, literal readings of crit-
ical sentences are—not surprisingly—faster than ironic ones. Importantly, when the story frames gave
access to the speaker’s intentions, we find cases in which ironic readings are actually faster than literal
ones, resulting in a novel finding for the irony comprehension literature. Further, when the speaker was
described as having a sincere attitude towards their utterance, participants tended to understand the utter-
ances literally. They tended to understand them ironically when it was not clear what the speaker’s attitude
was. In Experiment 2 we investigated whether the findings of Experiment 1 could be linked to individual
differences in participants’ mindreading abilities. We found that participants who scored higher on a stan-
dard Theory of Mind task (the “Reading the mind in the Eyes” task) were significantly more likely to derive
ironic—but not literal—interpretations. We see these results as supporting the echoic account of irony com-
prehension. This work discusses the relevance of our findings to the long-standing debate on the processing
effort of ironic versus literal sentences.

Keywords: irony comprehension, mindreading, Theory of Mind, experimental pragmatics, figurative
language

It is often the case that people mean something very different from
what they say. Take the conversation in (1):

(1) (A) Chris: Sorry, could my daughter play this guitar?
(B)Music store owner: Yes, this guitar is here for everyone to playwith.

When taken literally, (1B) could just be a sincere answer to a polar
(yes-no) question. However, if the store owner sees that Chris’s
daughter is a small child and knows that the guitar is incredibly
expensive, he might actually mean something else. The store
owner might wish to convey that the question is ridiculous and by
no means can Chris’s daughter play the guitar. This would be an

instance of verbal irony: a language strategy through which an indi-
rect, evaluative utterance is communicated with a proposition that
stands in some type of opposition to the speaker’s intentions (see
Bryant, 2012; Pexman, 2008).

It is clear that one must go beyond the literal meaning of (1B) to
understand it ironically. But what exactly does a comprehender need
to do for this to happen? One well known approach to irony interpre-
tation, the echoic account (Jorgensen et al., 1984; Sperber &Wilson,
1981; Wilson & Sperber, 1992, 2012), sees irony as a type of attrib-
utive use of language. When using irony, a speaker does not endorse
their own utterance, but instead implicitly attributes it to someone
else or to some normative expectation. This amounts to expressing
a dissociative attitude towards the belief articulated in the utterance.
This analysis suggests that to understand irony, the comprehender
must ultimately accomplish two things: (a) gain access to the speak-
er’s informative intention (what it is that the speaker wants to con-
vey) and; (b) detect the speaker’s attitude towards their own
proposition (i.e., to capture that the speaker wants their audience
to get the informative intention through an ironic attitude). These
two features combined illustrate that irony comprehension crucially
involves a form of reasoning about mental states that allows a com-
prehender to interpret a speaker’s behavior. Such reasoning gener-
ally falls under the umbrella term of mindreading (Nichols &
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Stich, 2003; Spaulding, 2020) or Theory of Mind (Baron-Cohen et
al., 1985).
Prior tests of the echoic account have shown that listeners can

more readily process ironic utterances if there is an explicit echo
in the discourse context (Gibbs, 1986; Jorgensen et al., 1984;
Țurcan & Filik, 2017). What is not known, however, is how the
two previously mentioned types of mindreading skills—considering
a speaker’s informative intention and the speaker’s attitude towards
their proposition—affect irony processing. If a context facilitates
these types of reasoning, will irony be more readily understood?
Besides serving as a test of the echoic account, answering this ques-
tion puts one in a position to address one of the longest-running
debates in the processing literature on irony: Are ironic sentences
harder to process than their literal controls?
In this work, we propose that mindreading can have a variable

effect on ironic readings of utterances with respect to literal readings
of one and the same sentence. In what follows, we first review the
evidence linking mindreading to irony comprehension. We then dis-
cuss the psycholinguistic findings that investigate the processing
effort of ironic, relative to literal, utterances. Then, we present our
two experiments and discuss them in the light of the issues raised
in the Introduction.

Irony and Mindreading

According to the echoic account, when an addressee successfully
understands an ironic utterance, they understand that the speaker is
attributing this utterance or thought to someone else while simulta-
neously expressing a dissociative attitude towards it. This means that
irony comprehension should require the ability to generate second-
order metarepresentations (e.g., a thought about a thought, as in
the sentenceMiguel thinks that Luisa is upset that Paula is leaving).
This ability is believed to be an integral part of adult mindreading
skills (Allott, 2017; Sperber & Wilson, 2002, i.a.).
Previous studies have shown that difficulties in generating

second-order metarepresentations (due to either brain lesions or
atypical neurological development) correlate with difficulties in
understanding irony, but not with difficulties in understanding literal
language (Happé, 1993; McDonald, 2000). It has also been shown
that brain regions typically associated with mindreading activity dis-
play increased activation during an irony comprehension task rela-
tive to literal controls (Spotorno et al., 2012). These studies are in
line with the echoic account’s predictions regarding the involvement
of mindreading in irony comprehension (for a summary, see
Noveck, 2018). However, it is unclear from these studies whether
this involvement is binary (you either have it or you don’t) or
whether mindreading can have a graded effect on comprehension.
Spotorno and Noveck (2014) were the first to demonstrate that

engaging in mindreading skills during irony comprehension is argu-
ably a matter of degree: Comprehenders can be shown to progres-
sively anticipate mindreading situations over the course of an
experiment and, as a result, understand irony more readily (as mea-
sured by reduced reading times for ironic utterances) by the end of an
experimental session. It is important to note that, though this finding
suggests an involvement of mindreading, it differs from what the
echoic account would predict in a critical way. While Spotorno
and Noveck (2014) showed that comprehenders’ processing effort
can be reduced through repeated encounters of irony, the echoic
account would state that the processing effort of a single ironic

sentence will depend on that sentence’s communicative context,
not on whether different ironic sentences have been encountered
before. In other words, the echoic account does not state that
people engage in mindreading to anticipate “irony” as a trope.
Comprehenders do so to anticipate the beliefs and intentions of
the speaker that lay behind a single ironic utterance. A different
type of contextual manipulation is therefore needed to investigate
whether mindreading has a variable effect on processing irony in
an individual trial.

Processing Effort of Ironic Versus Literal Utterances

If, as we hypothesize, mindreading can have a variable effect on
irony comprehension, this should be reflected during online process-
ing. If comprehenders have strong evidence as to the nature of the
speaker’s intentions and beliefs, it should be easier for them to
understand irony compared to comparable cases that do not provide
such evidence. Behaviorally, this should reveal that the processing
effort of irony could in fact be more efficient than that of literal read-
ings under certain mindreading-related conditions. For example, a
sentence understood ironically in a context rich in mindreading-
facilitating cues should be more readily understood than a sentence
understood literally in a context deprived of evidence pointing to the
speaker’s intentions and beliefs. In other words, processing effort of
ironic (and literal) utterances is constrained by a comprehender’s
expectations of the speaker’s intended meaning (see Degen &
Tanenhaus, 2019 for a related argument).

Investigating the variable role of mindreading during irony com-
prehension therefore bears on one of the central topics in irony
research: The debate on processing effort of ironic relative to literal
language. Broadly speaking, there are two camps in this debate. On
one side sits the contextualist camp, which states that context influ-
ences processing such that an ironic sentence can be understood just
as easily as a literal equivalent. This view has its origins in Gibbs
(1986), who claimed that understanding irony could happen
“directly” without first deriving a literal interpretation, in opposition
to previous accounts (Grice, 1989; Searle, 1979). Gibbs’s approach,
known as the Direct Access view (Gibbs, 1994, 2002), is comple-
mented by the Constraint Satisfaction view (Pexman, 2008;
Pexman et al., 2000), which states that multiple factors can influence
processing of irony in parallel, often resulting in ironic sentences
being understood just as fast as their literal counterparts (Ivanko &
Pexman, 2003; Katz et al., 2004).

On the other side sits the context-independence camp, which states
that ironic sentences typically require more processing resources than
their literal counterparts regardless of context (Giora et al., 1998,
2007; Giora & Fein, 1999; Schwoebel et al., 2000). A prominent rep-
resentative of this view is the Graded Salience Hypothesis (Giora,
2003). It states that for any utterance, the most salient meaning will
be processed by default. While salience is determined by the utter-
ance’s familiarity, stereotypicality, prototypicality, and frequency
(among other factors), the most salient interpretation typically coin-
cides with the utterance’s literal meaning. If a salient meaning is
found to be incompatiblewith context, a secondary, non-salient mean-
ing is computed. Irony is normally non-salient (but see Giora et al.,
2015 for some exceptions), so it is only understood after deriving
the literal meaning, resulting in more processing effort compared to
that of understanding a literal utterance (Filik et al., 2018; Filik &
Moxey, 2010; Giora et al., 2007).
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Tests of these accounts have usually consisted in looking for con-
textual cues that may or may not ease comprehension of an ironic rel-
ative to a literal utterance. This has resulted in conflicting evidence
(e.g. Filik & Moxey, 2010; Ivanko & Pexman, 2003; Katz et al.,
2004; Schwoebel et al., 2000). Some elements of context—such
as the presence of an “echoed” antecedent (Țurcan & Filik, 2017),
explicitly introducing a character as sarcastic (Țurcan et al., 2020),
or the association of one character with sarcasm throughout an entire
experiment (Regel et al., 2010)—seem to facilitate processing.
While others—such as the presence of a previous sarcastic utterance
by the speaker (Giora et al., 2007) or explicit mention of the speak-
er’s expectations (Țurcan & Filik, 2016)—do not.
Given the current state of the debate, there is no unified account

whose predictions adequately explain these empirical findings. We
offer a different approach. Instead of focusing on the specific fea-
tures of a context that might speed up processing, we examine the
effect of context only in as much as it can help participants in an
experiment anticipate the speaker’s informative intention as well
as the speaker’s attitude. In other words, we suggest that examining
two ways in which participants are encouraged to engage in mind-
reading abilities will help us understand how the processing effort
linked to irony varies, relative to the processing effort linked to literal
readings.

The Variable Effect of Mindreading on Irony
Comprehension

Let us revisit example (1). In the event that we know more about
the store owner—e.g., that he has no intention of letting a young girl
play with a very expensive guitar—the reader will likely expect the
store owner’s answer to be “no.” The interpretation—and processing
effort—of (1B) will thus be determined by how strong such expec-
tations are. Knowing the store owner’s attitude when he speaks is
also a cue to an ironic reading. A reader who is further told that
the speaker has a tendency to speak insincerely (e.g. jokingly) is
more likely to read (1B) ironically. In short, the more strongly that
a comprehender believes to know the store owner’s intentions and
attitude, the easier it should be to interpret (1B) as ironic or not.
This leads to the goal of the current study. Based on the predic-

tions of the echoic account, we investigate how processing effort
of irony varies as a function of features related to irony and mind-
reading. Concretely, we test the following two hypotheses. First,
we hypothesize that a context facilitates irony comprehension
when it provides comprehenders with a deeper understanding of a
speaker’s intention as described through a story frame and by giving
explicit information about a speaker’s attitude. If this hypothesis is
on the right track, one should be able to manipulate such anticipa-
tions in such a way that ironic (as well as sincere) readings of iden-
tical sentences can be equally facilitated. In the event that
mindreading-rich contexts do not facilitate the processing of ironic
readings compared to mindreading-poor contexts, it would speak
against the echoic account and offer support to views that see
irony comprehension as a generally more effortful process than
understanding literal sentences, regardless of contextual bias (e.g.,
Giora et al., 2007; Schwoebel et al., 2000). Second, we hypothesize
that, if a facilitatory effect of context is in fact linked to mindreading,
it should be more pronounced for comprehenders who are particu-
larly apt at using their mindreading abilities relative to those who
are less so. Alternatively, if there is no connection between

individual differences in mindreading and an effect of context, it
would suggest that the way in which comprehenders integrate con-
textual cues with an utterance during irony interpretation does not
necessarily require reasoning about a speaker’s informative intention
and attitude towards their own utterance.

Concretely, we first validated a narrative context that leads to
either an ironic or a literal reading of a sentence while allowing for
reading times measures and comprehension questions (Experiment
1). We show that, when context generates strong expectations
regarding the speaker’s intentions (operationalized as an expected
answer to a polar question), understanding irony can be just as fast
as—or even faster than—understanding a literal reading of the
same sentence. In Experiment 2, we additionally show that individ-
ual differences among participants—with respect to their mindread-
ing abilities—can account for differences in irony comprehension.
These results provide empirical support for the echoic account and
help explain the oft-reported variations in the literature with respect
to the processing effort of ironic readings of sentences relative to lit-
eral ones.

Experiment 1

With the idea of testing the echoic account of irony comprehen-
sion, we set up story frames in such a way that a speaker’s intention
can be understood by the reader through two channels: (a) by provid-
ing information about a speaker’s informative intention with respect
to their audience (in the story) and; (b) by providing information to
the reader about the speaker’s attitude towards his or her own
upcoming utterance. When this information is not available, irony
comprehension should not be facilitated. Let us consider these two
pieces of information in turn.

The first variable concerns the expectations that a reader is
induced to have with respect to the eventual speaker through the
story situation. This can be illustrated again through our opening
example. In the “strong expectation” context of the Guitar story
(see Figure 1), the reader is encouraged to expect the store owner
to not agree to Chris’s request. This occurs through various pieces
of information in the context, such as (a) indicating that the guitar
is the most valuable in his shop, (b) explaining that the person
who would handle the guitar is a 5-year-old, and (c) that the store
owner dislikes children. Note that in the Neutral condition, there
are no such statements that serve as cues to the eventual speaker’s
state of mind.

The second variable concerns explicit information about the
speaker’s attitude, which indicates that the speaker’s upcoming
utterance is dissociated (insincere in some way) or sincere. In the
conditions that encourage dissociated attitudes towards the speaker’s
upcoming utterance, readers will encounter statements such as the
owner has a reputation for being a jokester, he therefore replies:
just before reading the speaker’s actual utterance. In the sincere con-
ditions, which encourage readers to take the upcoming speaker’s
utterance at face value, readers receive statements such as the
owner has a reputation for being frank, he therefore replies: as a
lead up to the utterance.

As can be seen, the current design ultimately depends on a critical
polar question. Polar questions were chosen because they typically
allow for two possible answers: “yes” or “no.”As far as irony induc-
ing readings go, the polar question is useful because it arrives at a
moment in which readers can determine (a) that the eventual speaker
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is likely to not comply with the request (this is the strong expectation
context) and that (b) the eventual speaker will reply with a dissoci-
ated attitude. As far as literal inducing readings go, there is little
intention-revealing information provided (this is the neutral context)
and the eventual speaker is described as speaking sincerely. With
this design, the speed of comprehending the target utterance can
conceivably be fastest under conditions that optimize irony under-
standing. For completeness, these two features are manipulated as
part of a 2× 2 design.
The current manipulation allows us to do two things. First, we can

investigate the effect of mindreading on irony comprehension on a
trial-by-trial basis. Second, it will put us in a position to directly
determine whether the effect of mindreading can account for differ-
ences in processing effort of ironic sentences relative to literal
sentences.
The predictions for both Experiment 1 and Experiment 2 were

pre-registered. The pre-registrations—along with all materials from
both experiments, data, analysis scripts and additional materials—
can be found on the project’s OSF page: https://osf.io/329cs

Participants and Power Analysis

Wewanted to determine the minimum number of participants that
would allow us to detect a true effect (more conservative in size than
that found in the pilot, see additional materials) with at least 80%
power. To do this, we used the model parameters from the analysis
of the pilot study (i.e., the linear, mixed-effects model of the log-
transformed reaction times). These models had the following
maximally-converging random effects structure: The sum-contrast
coded model that tested the interaction between both factors
included random intercepts by items and by participants. It also
included random slopes for both factors and their interaction by
items. The sliding-contrast coded model included random intercepts
and slopes by items and random slopes by participants. This

information can be found in detail in the corresponding R script
found on the project’s OSF repository.

Crucially, we changed the estimated model coefficients for
considerably more conservative ones: We settled on an effect
size with a Cohen’s d value of 0.2 for all effects. This is a more
conservative estimate for every effect found in the pilot study
and is commonly used as a benchmark number for a “small”
effect size in psychological research (Cohen, 1992). For the inter-
action effect, we settled on an effect size of half the size of the
effect found in the pilot study. Table 1 below summarizes the
size of the relevant effects found in the pilot study, the corre-
sponding effect size used for computing power, the estimated stat-
istical power for finding such an effect with 220 participants, and
the actual effects found in Experiment 1. To estimate statistical
power, we used a simulations-approach via the R package SimR
(Green & MacLeod, 2016). We simulated the results of 1,000
experiments (for every relevant effect) assuming the effect size
shown in Table 1. We then counted the number of experiments
that found a significant effect, and used this number to estimate
power.

Participants recruited for the Experiment were right-handed,
native speakers of American English between the ages of 18–35.
In anticipation that some participants would not meet the exclusion
criterion (correctly answering at least 5 out of 7 filler comprehension
questions), we recruited a total of 319 participants via the online plat-
form Prolific. Of these 319, 57 (i.e., 17%) did not meet the inclusion
criterion and were removed from the analysis, leaving the final num-
ber at 262. Participants gave their informed consent and received
monetary compensation for their participation.

Design

Experiments 1 and 2 were programmed using the Ibex experimen-
tal software (Drummond, 2013) coupled with the PennController

Figure 1
Example of a Target Utterance in Experiment 1 in the Four Conditions Resulting from Crossing
the Factors SPEAKER INTENTION and SPEAKER ATTITUDE

Note. Experiment 2 only had two conditions: “strong expectation-insincere attitude” and “neutral-sincere
attitude.”
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(Zehr & Schwarz, 2018) and run via the internet. Experiment 1 had a
2×2 design with the factors SPEAKER INTENTION (“neutral” vs.
“strong expectation”) and SPEAKER ATTITUDE (“sincere” vs.
“insincere”). All manipulations refer to the type of contextual infor-
mation that participants read prior to the target utterance, which was
always identical in every condition. Again, Figure 1 shows an exam-
ple critical item.
There were a total of nine critical items. For every participant, a

new list was automatically created showing only one out of the
four possible versions of each critical item (using Ibex’s built-in
Latin-square design function). Because we had an odd number of
9 items, each participant saw two instances of three of the conditions
and three instances of one of the conditions. The condition for which
participants saw one additional item was counterbalanced across
participants. Participants also saw ten filler items. We settled on
this number of items for two reasons. First, since the experiment
was to be web-based, it was important to keep the task as short as
possible to maintain participants’ attention and minimize noise, fol-
lowing Futrell (2012). Second, wewanted to avoid any potential trial
effects, which have consistently been found to interact with process-
ing effort of ironic relative to literal sentences (Olkoniemi et al.,
2016; e.g., Spotorno & Noveck, 2014). Despite this low number
of items, our a-priori power analysis showed that Experiment 1
was sufficiently powered to find a true interaction effect between
SPEAKER INTENTION and SPEAKER ATTITUDE.
There were comprehension questions after each critical item and

after 7 of the 10 filler trials. The critical comprehension questions
assessed whether participants understood the sentence ironically or
literally (see Figure 1). The filler questions determined if participants
were included in the analysis or not. Filler and critical trials were
pseudo-randomized, so that there would be at least one filler trial
between every critical trial.

Materials

Each critical item consisted of 8 sentences. The first five sentences
set up expectations regarding the answer to the upcoming polar
question (again, see Figure 1): Participants should strongly expect
a “no” answer, or not expect any particular answer whatsoever.
These expectations were normed in a separate rating experiment,
which is reported in the additional materials (https://osf.io/vgkst/).
After these five sentences, participants read three additional ones:
(a) a sentence that conveyed the attitude of the speaker and how it
relates to the upcoming target sentence (“sincere attitude” or “insin-
cere attitude” conditions), (b) a target sentence that was always a
“yes” response and was identical across conditions, and (c) a final
wrap-up statement identical across conditions.

After each critical trial, participants chose one of three possible
answers from a multiple-choice question regarding the outcome of
the situation. Their choice indicated whether they constructed an
ironic interpretation, a literal interpretation, or whether they misun-
derstood the story altogether (i.e., a “distractor” answer) (answers A,
B, and C in Figure 1 respectively). Position of the answers was
randomized.

Procedure

At the beginning of the experiment, participants were told that
they were going to read normal, every-day conversations and that
they should imagine how these conversations would play out in
real life. They were not told that any of the exchanges were going
to be ironic. After completing two practice trials, the experiment
began. Participants read all stories on a sentence-by-sentence basis
and hit the space-bar to reveal the next sentence. When doing so,
the previous sentence was replaced by dashed lines. For the compre-
hension questions, participants could either use their keyboard (by
pressing the numbers 1–3) or their mouse to select one of the
three possible answers. Participants took 9 min on average to com-
plete the Experiment.

Predictions

Comprehension Questions

We reasoned that participants should be able to use explicit infor-
mation about a speaker’s attitude to understand whether an utterance
is literal or ironic. We therefore predicted that there should be a main
effect of SPEAKER ATTITUDE on comprehension, with items in
the “insincere” condition being taken as ironic and those in the “sin-
cere” conditions as literal.

Reading Times

If the type of context we created mediates processing effort of
irony, we should see that participants take less time reading ironic
sentences (i.e. what we predict to be sentences in the “insincere”
conditions) when there is a strong expectation compared to
when there is no expectation in particular. This should translate to
a significant difference in reading times between the “strong
expectation-insincere attitude” and the “neutral context-insincere
attitude” conditions. Further, we predicted the opposite pattern for
literal sentences (the “sincere” conditions): When participants
expect the speaker to be sincere, they should struggle processing a
“yes” response when they strongly expected a “no,” whereas they
should have no difficulty reading the “yes” response when they are
not expecting any particular answer (or arguably a “yes” response

Table 1
Effect Sizes Computed for the Power Analysis of Experiment 1

Comparison
Effect size found in

Pilot 1
Assumed effect size for

simulations
Statistical power with

220 participants
Effect size found in

Experiment 1

ATTITUDE * BIAS Interaction 0.397 0.2 86.4% 0.269
Sinc./neg. v. Insinc./neg. 0.389 0.2 89.1% 0.42
Insinc./neg. v. Insinc./neutral 0.6 0.2 81.0% 0.228
Sinc./neutral v. Insinc./neutral 0.4 0.2 87.0% 0.2

Note. Effect sizes are given in Cohen’s d.
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by default). These differences should result in a significant interac-
tion between the two factors (SPEAKER INTENTION and
SPEAKER ATTITUDE).

Analysis and Results

As a reminder, data from participants who did not answer at least 5
out of 7 of the filler comprehension questions correctly were dis-
carded, resulting in the exclusion of 57 participants (17%). Trials
in which participants selected the distractor response (answer “C”
in Figure 1), were also discarded. This led to removing 3.4% of crit-
ical trials.
All remaining data was analyzed using the Lme4 package (Bates

et al., 2015) in R (R Core Team, 2020). Models were fitted following
the recommendations of Barr et al. (2013). They included random
intercepts and slopes by items and participants for SPEAKER
INTENTION, SPEAKER ATTITUDE and their interaction, but
excluded the random correlation between intercept and slopes by
participants.

Comprehension Questions

Panel A of Figure 2 shows the resulting average responses by con-
dition. Target sentences in the insincere conditions were understood
mostly as ironic (around 70% of the times), particularly in the strong
expectation condition (82%). Sentences in the sincere conditions
were perceived as literal (around 82% of the times), particularly in
the neutral condition (around 93% of the times).
We fitted a mixed-effects logistic regression model to the data

(sum-contrast coded). The reference levels for each factor were the
neutral condition (factor: SPEAKER ATTITUDE) and the sincere
condition (factor: SPEAKER INTENTION). The results confirmed
our prediction and showed a main effect of SPEAKER ATTITUDE
( p, .001, z = 9.92). There was an additional effect of SPEAKER
INTENTION ( p = .001, z =−3.37) and no significant interaction
(z =−0.21, p = .837). The results are shown in Table 2. Overall,
both “insincere” conditions were understood above chance as ironic
and both “sincere” conditions as literal.
To analyze reading times, we first excluded all incorrect

responses. We then fitted a linear mixed-effects regression
model to the log-transformed reading data of the target sentence.
We settled on a log-transformation following the results of a
box–cox test (Box & Cox, 1964). This test was performed because
the residuals of a model using raw-reading times were not nor-
mally distributed.
Our predictions relate to both the overall interaction of the two fac-

tors, as well as to differences between individual conditions.
Because of this, we fitted the model twice, modifying the type of
contrast coding used in order to answer the questions of interest
(for a primer on tailoring contrast coding for hypothesis testing
see Schad et al., 2020). The first model had an anova-style sum-
contrast coding scheme, which allowed us to test for main effects
of each of our two factors, and more importantly, it allowed us to
test the pre-registered prediction of the interaction of both factors.
This model showed no main effects of SPEAKER ATTITUDE or
of SPEAKER INTENTION. It did, however, show a significant
interaction between both terms ( p = .006, t = 3.59), in accord with
our predictions. The summary of the output of this model can be
seen in Table 3.

We then re-fitted themodel using a sliding contrast coding scheme
(as per our pre-registration). This form of contrast coding compares
neighboring factor levels, which allows us to directly compare each
relevant condition to each other. Specifically, we wanted to compare
the two “insincere” conditions (“strong expectation” and “neutral”)
to one another, the two “strong expectation” conditions (“sincere”
and “insincere”) to one another, and the two “neutral” conditions
(“sincere” and “insincere”) to one another. This new model showed
a significant difference between “sincere-strong expectation” and
“insincere-strong expectation” conditions ( p, .001, t = 6.39), a sig-
nificant difference between “insincere-strong expectation” and
“insincere-neutral” ( p = .001, t = 3.63), and a significant difference
between “sincere-neutral” and “insincere-neutral” conditions ( p
= .008, t = 2.75). This model can be seen in Table 4 and the overall
pattern of reading times is shown in panel B of Figure 2. There were
no spill-over effects found in the wrap-up sentence (see panel C of
Figure 2 and Table 5 for the summarized results).

Discussion

Experiment 1 manipulated two sorts of information put at a partic-
ipant’s disposal prior to hearing a potentially ironic remark. These
corresponded with two aspects of mindreading, namely (a) the
degree to which information in the context allows a reader to antic-
ipate a speaker’s intention and (b) explicit information about the
speaker’s attitude towards their own utterance. These two aspects
are central to the echoic account of irony comprehension (Wilson
& Sperber, 2012). Overall, our results showed that both (a) and (b)
affected comprehension of our target utterances. This pattern played
out differently in reading times than it did in interpretation: For the
ultimate interpretation of the sentence (quantified as responses to the
comprehension question), speaker-specific cues about a speaker’s
attitude towards their upcoming utterance was the most important
factor, with both sincere conditions being mostly understood as lit-
eral and both insincere conditions as ironic. However, the degree to
which it is possible to anticipate a speaker’s intention also influenced
participants’ irony comprehension: The more a participant expected
a “no” answer, the more they understood a “yes” answer as ironic.
This resulted in two main effects and no interaction.

For reading times, on the other hand, the interaction between
both types of cues was crucial: when a sentence was understood
as ironic (“insincere” conditions), it was read faster if participants
had strong intuitions regarding the informative intention of the
speaker (“insincere-strong expectation” condition) compared to
when they did not (“insincere-neutral” condition). This finding
supports the idea that differences in mindreading engagement
(operationalized here as the degree to which a context allows a par-
ticipant to anticipate the speaker’s upcoming intention as well as
attitude towards a proposition) predict ease of processing ironic
sentences.

A closer look at this interaction effect has an important bearing on
the “ironic versus literal” debate. First, consider the comparison of
the “insincere-strong expectation” condition to the “sincere-strong
expectation” condition. Among these two in the strong expectation
condition, the one encouraging an ironic reading of a sentence is
actually faster. Second, consider the “sincere-neutral” condition as
it is compared to the “insincere-neutral” condition. Here, the ironi-
cally understood sentences are read slower than their literal counter-
parts. These findings therefore suggest two things. First, there is no
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primacy of the literal meaning regarding the processing speed of an
entire sentence: We failed to find a main effect of ATITTUDE,
which suggests that literal sentences were not faster to process
than ironic ones across the board. Second, the underlying factor
that mediates processing effort might not be whether the sentence

is ironic or literal, but the degree to which context gives readers
access to the speaker’s intentions and beliefs.

These results provide evidence for a likely rapid engagement of
mindreading abilities when understanding irony. It also makes for

Figure 2
Average Responses to Comprehension Questions (Panel A) and Raw-Reading Times of
Target (Panel B) and Wrap-Up (Panel C) Sentences for Trials with Correct Responses
for Experiment 1

Note. Error bars show confidence intervals.

Table 2
Summary of Model Output for Accuracy in Comprehension
Questions, Experiment 1

Term b̂ 95% CI z p

SPEAKER INTENTION 2.05 [0.86, 3.25] 3.37 .001
SPEAKER ATTITUDE 4.25 [3.41, 5.10] 9.92 ,.001
ATTITUDE×BIAS interaction −0.08 [−0.83, 0.68] −0.21 .837

Note. Model used a sum-contrast coding scheme.

Table 3
Summary of Model Output for Reading Times of Target Sentence,
Experiment 1

Term b̂ 95% CI t df p

SPEAKER INTENTION 0.01 [−0.02, 0.05] 0.79 8.20 .453
SPEAKER ATTITUDE −0.02 [−0.08, 0.03] −0.85 7.96 .421
ATTITUDE×BIAS

interaction −0.08 [−0.12, −0.03] −3.59 8.88 .006

Note. Model used a sum-contrast coding scheme.
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a very rare finding of irony understanding actually being faster
than its explicitly literal control. In Experiment 2 we seek to
find further support for our claim by investigating individual dif-
ferences between participants in comprehending ironic and literal
sentences.

Experiment 2

Experiment 1 showed that mindreading considerations mediate
irony comprehension effort. We view this as being a consequence
of how participants use their mindreading skills: Having access to a
speaker’s intention can predict the comprehender’s ease of irony
processing and comprehension accuracy. However, it could be
the case that participants in Experiment 1 were not engaging
their mindreading skills, but instead learning to associate specific
lexical cues in the context with a potential interpretation and
used this association as a comprehension strategy. In other
words, it could be that participants relied on contextual cues with-
out considering the speaker’s intentions. To support our interpreta-
tion of Experiment 1, we need to seek out other evidence
suggesting that mindreading is involved in understanding our crit-
ical items.
We decided to go about this by taking an individual differences

approach. Apperly (2012) argued that there are individual differ-
ences with regards to the degree to which people can routinely and
appropriately put their mindreading skills to use. This has been
shown to have repercussions for pragmatic language comprehen-
sion, in as much as people with more developed mindreading skills
tend to show a better understanding of various pragmatic phenomena
such as irony (Spotorno & Noveck, 2014), scalar implicatures
(Fairchild & Papafragou, 2021) and humor (Bischetti et al., 2019).
If the differences between conditions in Experiment 1 were linked
to differences in mindreading engagement, we should be able to
find an association between comprehension of the critical items of

Experiment 1 with individual differences in mindreading abilities.
This is the goal of Experiment 2.

Participants and Power Analysis

To calculate power for Experiment 2, we ran a power analysis via
simulations, similar to the procedure of Experiment 1. The effect of
interest for Experiment 2 was the interaction effect in the logistic
regression model (see next section for details). The model used for
the simulations included a maximally-converging random effects
structure of random slopes by items and random intercepts by partic-
ipants. Since it is not possible to calculate Cohen’s d for a logistic
regression model, we used a conservative estimate of half of the raw-
effect size found in the pilot (i.e., the beta coefficient of the interac-
tion term, see Table 3 of the additional materials). After simulating
1,000 Experiments using the pilot’s parameters and this new—con-
servative—beta coefficient, we concluded that an Experiment with
220 participants would have over 80% power to detect a true effect
of that magnitude. The final effect found in Experiment 2 was larger
than this conservative estimate, showing that Experiment 2 was suf-
ficiently powered. The power analysis and pilot data are available on
the project’s OSF repository.

We thus recruited 239 participants (who did not participate in
Experiment 1), assuming that somemight not meet the exclusion cri-
terion: As in Experiment 1, we intend to exclude participants who do
not correctly answer at least 5 out of the 7 comprehension questions
in the filler items. For Experiment 2, the exclusion criterion led to the
exclusion of 16 participants, leaving the final number at 223.

Materials, Design and Procedure

The materials, design and procedure were similar to that of
Experiment 1. There were three differences: First, we kept only
the “insincere-strong expectation” and the “sincere-neutral” condi-
tions, since these two conditions were the ones that were most typ-
ically understood as ironic and literal, respectively. Second, we
decided to show participants 8 of the critical items of Experiment
1 in these two conditions (i.e., four items in each condition). This
was done to balance the number of items in each condition seen
by participants relative to Experiment 1. Third (and most impor-
tantly), Experiment 2 included a mindreading task, administered
to participants after completing the experiment. This task was an
abridged version of the “Reading the Mind in the Eyes” (RME)
task (Baron-Cohen et al., 2001), meant to measure each participant’s
ability to deploy their mindreading skills. This abridged version con-
sisted of the first 24 trials of the task. We chose to use an abridged
version in order to keep the experiment as a whole as short as pos-
sible. Everything else was identical to the original task by Baron-
Cohen et al. (2001). We computed a mindreading score for each par-
ticipant based on their results on the RME task. This score was used
as a continuous predictor for analyzing the responses to the compre-
hension questions and the reading times of the target sentence.
Together with this continuous predictor (which we refer to as
MINDREADING), we coded the “insincere-strong expectation”
and the “sincere-neutral” conditions as two levels (“ironic” and “lit-
eral,” respectively) of the same factor (SENTENCE TYPE) and
included them as predictors of comprehension accuracy and
response times. We also included the interaction between
MINDREADING and SENTENCE TYPE as a predictor.

Table 4
Comparison Between Reading Times in Individual Conditions,
Experiment 1

Term b̂ 95% CI t df p

Sincere/strong e. versus
Insincere/strong e. −0.20

[−0.26,
−0.14] −6.39 64.01 ,.001

Insincere/strong e. versus
Insincere/neutral 0.11 [0.05, 0.18] 3.63 70.18 .001

Sincere/neutral versus
Insincere/neutral −0.09

[−0.15,
−0.02] −2.75 67.09 .008

Note. Model used a sliding-contrast coding scheme.

Table 5
Summary of Model Output for Reading Times of the Wrap-Up
Sentence, Experiment 1

Term b̂ 95% CI t df p

SPEAKER INTENTION −0.02 [−0.06, 0.02] −0.93 6.82 .383
SPEAKER ATTITUDE −0.04 [−0.07, 0.00] −2.03 9.03 .073
ATTITUDE×BIAS
interaction −0.04 [−0.07, 0.00] −1.83 7.35 .108

Note. Model used a sum-contrast coding scheme.
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We opted for the RME instead of other advanced mindreading
measures such as the “Strange Stories” task (Happé, 1994) because
the former relies less than the latter on pragmatic competence, i.e. on
understanding language use in specific contexts (Bosco et al., 2018).
As Bosco et al. (2018) argue, when tasks explicitly rely on figurative
language comprehension and pragmatic inferencing as measures of
higher mindreading abilities (such as the “Strange Stories” does), it
is difficult to estimate the true degree to which mindreading corre-
lates with the comprehension of pragmatic phenomena (such as
irony), given that both things are effectively measured with the
same task. Further, the RME task is recognized as being able to sys-
tematically detect large differences in mindreading between typical
and atypical populations across different age groups and languages
(for a meta-analysis see Peñuelas-Calvo et al., 2019), and has
often been found to correlate with phenomena believed to require
mindreading such as reading narrative fiction (Kidd & Castano,
2013; Mar et al., 2006, 2009; Van Kuijk et al., 2018). Recently, it
has also been observed to correlate with the comprehension of
other pragmatic phenomena such as scalar implicature (Fairchild
& Papafragou, 2021, though the authors used a composite score
combining the RME task with a different mindreading task). For
these reasons, we believe the RME to be an adequate measure of
mindreading for our current purposes. However, this task does
come with limitations in the interpretation, which we address in
the General Discussion.

Predictions

The landmark study by Happé (1993) showed that irony compre-
hension correlated with success in a second-order false-belief task,
which led her to interpret the results as supporting the echoic
account. Wilson and Sperber (2012, p. 134) echo this interpretation
by stating that Happé’s results “confirm the relevance-theoretic
account of figurative utterances.” We interpret this as an indicator
that the echoic account predicts that mindreading scores should cor-
relate necessarily with irony comprehension scores. However, the
theory seems to remain vague as to whether mindreading scores
should also correlate with irony processing speed. For this reason,
our pre-registered predictions refer to sentence comprehension
only, as indicated by responses to the comprehension questions
after the critical items, and we analyze the reading time data as an
exploratory measure only.
We hypothesized that if the context cues used in Experiment 1

(information about the speaker’s attitude towards their upcoming
proposition and a contextual bias towards expecting a “no” answer
to the polar question) reflect the way in which comprehenders
engage in mindreading abilities, there should be a link between
an individual comprehender’s level of mindreading skill and
their responses in the different conditions (specifically, the
“insincere-strong expectation” and the “sincere-neutral” conditions
of Experiment 1, which are called “ironic” and “literal” in
Experiment 2). This should result in a significant interaction
between MINDREADING and SENTENCE TYPE for responses
to the comprehension questions.
Concretely, we predicted that participants with higher mindread-

ing scores should be better at understanding irony in the “ironic”
condition compared to participants with lower mindreading scores.
No such effect of MINDREADING should be visible in the “literal”
condition. This prediction reflects that (a) we believe the pattern of

results of Experiment 1 to be related to mindreading engagement,
and (b) enhanced mindreading should be particularly advantageous
for understanding ironic utterances and not their literal counterparts.
These predictions directly motivate how we analyzed our data,
which we describe in the following section.

Analysis and Results

RME Task

Because we used an abridged version of the RME task, we
assessed our version’s internal consistency to evaluate its simi-
larity to the original, un-abridged version. We found that our
task had a Cronbach’s alpha value of 0.61, similar to that
found in previously reported uses of the unabridged version
(e.g., Harkness et al., 2005; Vellante et al., 2013; Voracek &
Dressler, 2006). We also found a McDonald’s Omega value of
0.64. Additionally, an exploratory factor analysis suggests that
a unidimensional model was an adequate fit to the data, with
an RMSEA index of 0.041 and a BIC of −987. A model with
three factors was a better fit to the data (BIC: −898), a phenom-
enon which has also been observed for the unabridged version
(Olderbak et al., 2015).

Comprehension Questions

After excluding trials in which participants selected the distractor
response (4% of all trials), we fitted a mixed effects logistic regres-
sion model to analyze comprehension data, as we did in Experiment
1. In Experiment 2, the model included the factor SENTENCE
TYPE (levels: “ironic” and “literal”), the continuous predictor
MINDREADING (which was first scaled), and their interaction.
Since the goal of our analysis was to test the interaction and see
whether MINDREADING affected the two levels of SENTENCE
TYPE differently (as per our pre-registered predictions), we fitted
the same model twice using treatment contrast coding: One in
which the “ironic” condition was coded as the baseline, and another
in which the “literal” condition was coded as the baseline. When
using a treatment contrast-coding scheme, the coefficients of each
predictor represent an effect relative to the baseline condition only.
In other words, with treatment contrast we only test the simple effect
of MINDREADING on the baseline condition (“ironic” and “lit-
eral,” in each of the two models), instead of the main effect of
MINDREADING on responses across conditions. Re-fitting the
model thus addresses the prediction that MINDREADING should
impact irony comprehension but not the comprehension of literal
sentences. Both iterations of the model included random intercepts
and slopes for MINDREADING, SENTENCE TYPE and their
interaction by items, and a random intercept and slope term for
SENTENCE TYPE by participants.

The results of the model are summarized in Table 6, and the
results pattern is illustrated in Figure 3. As predicted, there was a sig-
nificant interaction between MINDREADING and SENTENCE
TYPE (z = 2.28, p = .023). This suggests that MINDREADING
had a different effect on each of the levels of SENTENCE TYPE:
higher mindreading scores resulted in significantly more correct
interpretations in the “ironic” condition (z = 2.59, p = .01), and we
failed to find an effect of MINDREADING on the “literal” condition
(z = 1.05, p = .293) (see Table 7).

IRONY AND MINDREADING 9

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al
A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.



Reading Times

As in Experiment 1, we first excluded incorrect responses from
the analysis (i.e., ironic answers in the “literal” condition and “lit-
eral” answers in the ironic condition). This resulted in the removal
of 14% of the data. We fitted a mixed-effects linear regression
model to the log-transformed reading times of remaining data.
We included MINDREADING, SENTENCE TYPE, and their
interaction as predictors. The final random-effects structure
included random intercepts by participants and items, as well as
a random slope term for SENTENCE TYPE by items. We failed
to find any significant effects of our predictors on the log-
transformed reading times.

Discussion

In Experiment 2, we anticipated that individual participants’
scores on the “Reading the Mind in the Eye” task would be predic-
tive of their accuracy in understanding irony—but not in understand-
ing literal sentences. The results confirmed our predictions:
Participants with higher mindreading scores were better at under-
standing irony than those with lower mindreading scores, but not
at understanding literal sentences. This result suggests that the

contextual manipulations of Experiment 1—being aware of the
speaker’s intention and knowing the speaker’s attitude—were in
fact tapping into the way in which participants engaged their mind-
reading abilities during reading comprehension. This is true of at
least the “insincere-strong expectation” and “sincere-neutral” condi-
tions of Experiment 1, which were the most prototypically ironic and
literal, respectively.

The failure to find effects of MINDREADING on reading times
could have various explanations. First, irony comprehension is
quite low for participants in the bottom-half of the distribution of
RME scores. This means that there are very few instances of suc-
cessful irony comprehension for which we could measure RTs
for these participants. It could be the case that more observations
are necessary to detect effects in this regard. However, precisely
because comprehension accuracy of irony is low for low-scores
on the RME task, it is not clear whether it would even be meaning-
ful to interpret the processing effort of the instances that these par-
ticipants do accurately recognize as ironic. These might be either
chance occurrences or guided by altogether different comprehen-
sion mechanisms.

Table 6
Model Results for Comprehension Questions (Ironic), Experiment 2

Term b̂ 95% CI z p

MINDREADING 0.38 [0.09, 0.66] 2.62 .009
SENTENCE TYPE −5.91 [−7.12, −4.71] −9.61 ,.001
MINDREADING×
SENTENCE TYPE interaction −0.53 [−1.02, −0.03] −2.07 .038

Note. Model used a treatment-contrast coding scheme, ironic condition is
coded as the baseline.

Figure 3
Responses by Mindreading Scores in Experiment 2

Note. Individual dots show participant averages. Plotted lines and gray ribbons show the predicted values of the
logistic regression model and 95% confidence intervals, respectively.

Table 7
Summary of Model Output for Comprehension Questions (Literal),
Experiment 2

Term b̂ 95% CI z p

MINDREADING −0.12 [−0.39, 0.15] −0.88 .379
SENTENCE TYPE 4.95 [4.11, 5.78] 11.58 ,.001
MINDREADING× SENTENCE

TYPE interaction 0.54 [0.16, 0.93] 2.79 .005

Note. Model used a treatment-contrast coding scheme, literal condition is
coded as the baseline
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General Discussion

The goal of the current study was twofold. First, we aimed to
investigate whether providing contextual cues that point to a speak-
er’s intention and their attitude towards an upcoming proposition
could explain reading times differences with respect to ironic relative
to literal readings (Experiment 1). Second, we wanted to examine
whether any such irony comprehension differences brought on by
context were related to individual differences in participants’
engagement in mindreading abilities (Experiment 2).
Our results broadly support our predictions. First, having access to

the speaker’s beliefs and intentions plus information about a speak-
er’s attitude towards an upcoming proposition provide the means for
a rapid interpretation of an ironic response: When participants were
told that the speaker might not be committed to the truth of an utter-
ance (because he is “known to be a jokester,” for example) they over-
whelmingly understood the target sentence as ironic compared to
when they believed the speaker to be committed to the truth of
their utterance (Experiment 1). This finding is in line with previous
research showing that speaker-specific information affects the over-
all rate of interpretation of ironic sentences (Katz & Pexman, 1997;
Pexman & Olineck, 2002).
Second, our results show that encouraging participants to engage

with a speaker’s intentions facilitates processing effort of utterances
that are understood ironically. When sentences were understood
ironically (based on the responses to comprehension questions), par-
ticipants read them faster if they were embedded in a context that
made manifest a specific intention (prior to a polar question) com-
pared to when the discourse context did not aim to generate any spe-
cific expectations. This finding complements the literature on the
interaction between mindreading skills and language processing
(e.g., Ferguson & Breheny, 2011; Rubio-Fernández et al., 2019)
by showing a further phenomenon for which mindreading, when
engaged via a linguistic context, has a rapid effect. The finding
also supports and extends the work of Spotorno and Noveck
(2014) by showing that mindreading is critical for irony comprehen-
sion. Here, we showed how mindreading can have an impact within
individual trials; it need not rely on trial effects.
Third, we showed that our experimental manipulation correlated

with individual differences in mindreading abilities. Participants
who scored lower on a mindreading test were less accurate in under-
standing irony. This was not the case for the comprehension of literal
sentences, supporting the claim that mindreading skills are particu-
larly relevant for understanding ironically—but not literally—
intended sentences.
Finally, and most importantly, our results contribute to the debate

on processing ironic relative to literal sentences. We show that knowl-
edge about a speaker’s attitude and expectations about a speaker’s
intention interact during reading. The result of this interaction is that
one and the same sentence can be read faster or slower—and ironically
or literally—depending on the degree to which participants think they
can anticipate the intention and attitude of the speaker. We suggest
that the key to understanding the relationship between context and
processing effort of ironic sentences is to focus on how a context
helps comprehenders anticipate the intentions of a speaker. With
this in mind, we can make sense of previous incongruous empirical
findings: whenever a specific cue aids in engaging a comprehender’s
mindreading abilities, it will ease processing, so that an ironic interpre-
tation can be reached just as fast as a literal one would.

Interpreting the Results of the RME Task

TheRMEhas often been used as ameasure of individual differences
in mindreading skills for neurotypical populations (e.g., Domes et al.,
2007; Kidd & Castano, 2013; Mar et al., 2006), but in recent years the
task’s validity and interpretation have been criticized (e.g., Baker et al.,
2014; Black, 2019; Oakley et al., 2016). Oakley et al. (2016) noted that
RME performance might be driven by the ability to identify emotional
states rather than the ability to attribute mental states to others (for a
related interpretation of the task see Canal et al., 2022). These two abil-
ities, however, very often co-occur in ASD individuals, who are the
ones that typically score lowest on the RME task. Precisely in the
group of low-scorers is where we see differences in irony comprehen-
sion in Experiment 2. We see it as likely that at least some of our par-
ticipants displayed difficulties both in identifying emotions and in
attributing mental states to others, in line with the differences in
irony comprehension among participants with low RME scores.

This interpretation is consistent with other criticism that the RME
task has received. For example, Black (2019) states that the RME
task is only able to detect strong mindreading differences such as
those between ASD and neurotypical populations. This could
explain why, for the high performers in the RME task of
Experiment 2, there was no obvious effect of RME scores on
irony comprehension: The RME task was likely not sensitive
enough to detect differences in participants with normal to high
mindreading abilities. In other words, the RME task might be best
seen as a sort of “blunt” tool that can pick up on the substantial dif-
ferences between individuals with low- and high-mindreading abil-
ities (and therefore, low- and high- irony comprehension abilities),
but is not ideal for detecting the finer differences between mind-
readers at the upper end of the scale. The goal of Experiment 2
was to determine whether the elicited differences in comprehension
found in Experiment 1 could be said to be related to the engagement
of mindreading abilities. We interpret the broad differences detected
by the RME as sufficient evidence of this.

Implications for Theories of Irony Comprehension

The present work derived its predictions from the echoic account
of irony (Wilson & Sperber, 2012). We see our study as an extension
of this account by way of providing testable linking hypotheses for
the theory. Specifically, we provide a principled explanation of what
type of context influences irony processing and why: A context that
allows one to have access to the speaker’s likely informative inten-
tion and manifest access to the attitude attached to their proposition
will ease irony comprehension. The fact that the contexts we created
in Experiment 1 triggered an engagement of these two aspects of
mindreading is supported by the results of Experiment 2. Here, we
found that individual differences in mindreading abilities critically
interact with the experimental conditions, at least in as much as
there is a difference between low and high-scorers on the RME task.

The results of the two experiments could also be interpreted as
being compatible with other theoretical views. Indeed, our findings
can be considered compatible with contextualist accounts such as the
Direct Access View (Gibbs, 2002) and the Constraint-Satisfaction
Account (Pexman, 2008; Pexman et al., 2000) in the sense that
they underline the role played by context during online processing
of irony and show that irony can be processed faster than literal lan-
guage (under certain circumstances). However, a major drawback of
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these accounts is the absence of a systematic weighing of contextual
factors with regards to how they affect processing. This makes it hard
for the accounts to predict which contextual aspects will facilitate
irony processing and which will not.
Our findings are less compatible with context-independent

accounts—such as the Graded Salience Hypothesis (Giora, 2003;
Giora et al., 2007)—since such accounts would posit a primacy of
salient readings at the sentence-level (which are literal in the majority
of cases), regardless of context. In Experiment 1, we showed how one
and the same sentence can be read faster or slower as a function of con-
textually raised expectations of a specific nature. This resulted in irony
sometimes being faster and sometimes slower than a literal control,
which is at odds with a stronger version of the context-independent
view (for example, as formulated by Schwoebel et al., 2000) that
would preclude irony from being read faster than literal equivalents,
regardless of a contextual bias. That said, the goal of our study was
not to test the predictions of the Graded Salience Hypothesis, but to
derive and test predictions from the echoic account in order to inves-
tigate the role that mindreading plays with regards to irony compre-
hension. To test the predictions of the Graded Salience Hypothesis,
it would be necessary to carefully norm the target ironic sentences
for frequency, prototypicality, familiarity, and other factors that
might affect salience. We leave it to future work to study how a
mindreading-facilitating context can be used to test the predictions
of context-independence views.
An alternative explanation of our results could relate to the gran-

ularity of our measures. For example, it could be the case that partic-
ipants in Experiment 1 first read the initial part of the target sentence
(specifically, the word “yes”) faster when intended literally (i.e., the
“sincere” conditions) than when intended ironically (i.e., the insin-
cere conditions) and that a processing advantage for ironic readings
only appeared later downstream as the sentence was integrated with
context. We think this scenario is not likely given the size of differ-
ences in reading times. For example, the effect size we found for the
difference between the Sincere/strong expectations (understood lit-
erally) versus Insincere/strong expectations (understood ironically)
in Experiment 1 was of Cohen’s d= 0.42, or about 450 milliseconds
advantage for the ironic condition. This is substantial, and it seems
implausible that it would be this big if there had first been an effect in
the opposite direction at the beginning of the sentence.
Further, such a pattern would not be predicted by theoretical

accounts that posit an overall processing advantage for literal
over ironic readings (as far as we can tell). For example, the
Graded Salience Hypothesis (probably the most prominent
“context-independence” theory of irony) explicitly states that there
should be no differences between irony and literal readings of the
same expressions at the earliest stages (i.e., at the word-level pro-
cessing stage), and that a processing speed advantage for salient-
based (i.e., literal) readings should appear in a second stage at the
earliest (Giora et al., 2007, p. 141, 1998; Giora & Fein, 1999).
Because of this, we see our explanation as being more parsimonious:
The degree to which participants anticipate the speaker’s intention is
what drives processing speed differences between ironic and literal
interpretations of the same sentence.

Conclusion

The current study suggests that differences in mindreading
engagement induced via a discourse context result in systematic

differences in irony comprehension. These results provide linking
hypotheses for the echoic account of irony comprehension as well
as contribute to the long-standing debate on the processing effort
of verbal irony by showing under which conditions ironic sentences
can be read faster than literal equivalents.
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