“Vibrant portrait painting of Salvador Dali with a robotic half face.”
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GAN vs Diffussion Models

e Diffusion models are great.
e But... They rely on iterative

. Forward SDE (data — noise)
inference. @ o e Yt i _)@
* Iterative methods enable o J
stable training '? < s~ 0

* And have a high - score function
computational cost during dx = [£(x, ) _gz(t) dt + g(t)dw @

i nfe Frence. Reverse SDE (noise — data)

https://theaisummer.com/diffusion-models/



GAN vs Diffusion Models

Latent space

* GANs generate images through a o 4 Ge‘giﬁf’"ke
single forward pass. o =11 .
* Not as visually accurate for o 8N, Ao
diverse domains. £ Generator(G) 1 J,ﬁ"ggorrect. '
e Great at modeling single y 4
" Discriminator(D)
(few) classes. |
Real
samples

. Fine-tuning

https://theaisummer.com/diffusion-models/



GigaGAN vs Diffusion Models

* Generating a 512px image in 0.13 Latent Space
seconds. , V4
* It can synthesize ultra high-res d

images at 4k resolution in )
3.66 seconds.

* |t still contains a "controllable",
latent vector space.

* Many of he know tricks to . |
tailor image synthesis by ‘

modifying the latent space

should work. < Gcncrator(G)



* Everything works better at scale.

The "Giga"
Part



Everything works better at scale.

Some of the larger GANs:
e StyleGAN 70K-200K.
* BigGAN 1M.

Th e "G iga n * StyleGAN2 50M-100M.

GigaGAN is one billion parameter GAN
Part

In context,1B parameter is still lower than:
* Imagen (3.0B).
e DALL-E 2 (5.5B).
* Parti (20B).



GigaGan - Training
Data Size

* Trained on LAION5B-en.
e 2.32 billion images.
* Each image is paired with
text in the English language.

e Also trained on ImageNet
(upsampler).

Dataset # English Img-Txt Pairs
Public Datasets
MS-COCO 330K
CC3M 3M
Visual Genome 5.4M
WIT 5.5M
CCIi12M 12M
RedCaps 12M
YFCC100M 100M?
LAION-5B (Ours) 2.3B
Private Datasets
CLIP WIT (OpenAl) 400M
ALIGN 1.8B

BASIC 6.6B




GigaGAN — Two

Standalone Latent space
Models @ y
* GAN Synthesis Network pR— e
up to 64x64. . 1
* First generates images E 1 1 Ul
at 64 x 64. 2 |, —| P
« Upsampler 512x512. .:" o

< Generator(QG)



How

does GigaGAN
works?
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. Pretrained Learned
G IgaGAN - TEXt text encoder text encoder Oc .
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EnCOder /T m P q F .W tiocal [ Self-attention

"an 0il B Cross-attention

ainting of a — — .
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* Clip Text encoder Textc J U LJ J LJ _I
e Original CLIP Constant D G
* And extra Transformer §
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Our high-capacity text-to-image generator




. Pretrained Learned
G IgaGAN - TEXt text encoder text encoder Oc .
onvolutional

EnCOder /T m P q F .W tiocal [ Self-attention

"an 0il B Cross-attention

ainting of a — — .
P ctnrggi” ' CLlPﬁ T .J tglnba] |
JoU UU *]
* Two outputs Textc
* Local Encoding S D F
* Global Encoding T _I
* Global encoding conditions L 5

atent Vector. Nulnln T
* Local Encoder conditions the H M |:|—'*/
w

: z~N(0,1) —
Synthesis network. P LI L
\ V)

Our high-capacity text-to-image generator




Localand Global
Features

MLP
Head

Transformer Encoder

l
o DLLLLLLET]

# Extra learnable
[class] embedding [

Lmear ijectmn of Flattened Patches

Dosovitski et al.
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GigaGAN - Mapping
Network

* Mapping Network

* It mixes the latent code (z)
and learned text encoding (t).

* Keyidea, now we have joint
space (w) with the latent code and the
text encoding.

"an oil

painting of a

corgi”

Textc

Pretrained
text encoder

[
CLlPﬁ

U

Learned
text encoder

z~N(0,1) —

Latent code

[J Convolutional
[ Self-attention
[l Cross-attention

F

G
1




GigaGAN— .
Sy ntes i S N Etwo rk text encoder text encoder B Comvolutional

m .W tiocal [ Self-attention
"an 0il [l Cross-attention
painting of a CL'PE — J
corgi” . thoe

.]
* G maps a learned constant tensor to Text c .
an output image x. S F
* Convolution and attention “ 1 'I
are the main tools to generate all J
output pixels. sl 11
z~N(0,1) —| [T T[] W
Latent code
\ J

Our high-capacity text-to-image generator




GigaGAN— .
Sy ntes i S N Etwo rk text encoder text encoder B Comvolutional

m o) [ Self-attention
"an o0il O [l Cross-attention
painting of a CL”:JB — T —_—
corgi® . I:glc:-bal
o)

* Why would you even care about Text c 9 _I
attention?
Constant D
* Trendy sure, but what could be the actual Y
benefit? T1
* We are already conditioning the latent -

vector. L[ T 1T | .f
i) |~
z~N(0,1) —| [T T[] w

Latent code

\ J
Our high-capacity text-to-image generator




GigaGAN — Training Issues

* There are issues in training very large GANs over a set of diverse
data.

* Increasing data allows to increase the width of the convolution
layers or the network depth, but becomes too computationally
demanding.

* If we rely on convolutions: The same operation is repeated across
all locations.



Conditioning the Sythesis Network

 We dont want to use the very same filter across all locations.
* We also dont want to use the very same filter for all the classes.

* Key Insight: The filter should be conditioned spatially conditioned on
the text.



Pretrained Learned

[ ] [ ]
[ ]
I h IS IS W hy . text encoder text encoder [J Convolutional

m o) [ Self-attention
"an o0il O [l Cross-attention
painting of a CLlPﬁ — T —_—
corgi® . f:glc:-bal
o)

* We need local features. Text c 9 _I
* We need extra layers over CLIP. Constant D
* We include attention layers on the - LL
synthesis network. T
M| |—Z
e Self-Attention vs Cross Attention. Z~NOD = [T w
atent code
\ J

Our high-capacity text-to-image generator




I

A livaE room with a fireplace at a blue Porsche 356 parked in _ Eiffel Tower, 1andscapé A painting of a majestic royal
a wood cabin. Interior design. front of a yellow brick wall. photography tall ship in Age of Discovery.

Isometric underwater Atlantis city A hot air balloon in shape of a low poly bunny with cute eyes A cube made of denim on a wooden
with a Greek temple in a bubble. heart. Grand Canyon table



Sample-adaptive
Kernel Selection.

V4 7
w *
| Sofmex Affine
* GigaGAN proposes to create kern . l
els on-the-fly based on the text mlln
conditioning. | l
* The softmax-based weighting can — A | —-Q
b_e viewed as a differentiable . Seloctod Filter Modulated
filter selection process based on . P CAEE ,
input conditioning. Filter Selection Modulation

Sample-adaptive kernel selection



* Apply additional attention layers T on top to
process the word embeddings before
passing them to the MLP-based mapping

Some Extra IS
Detalls On the * The EOT (“end of text”) component

. aggregates global information, and is calle
Clip Text Head e glonalimormation, andis caled



Localand Global
Features

MLP
Head

Transformer Encoder

l
o DLLLLLLET]

# Extra learnable
[class] embedding [

Lmear ijectmn of Flattened Patches

Dosovitski et al.
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* G generator outputs a multi-scale image

M U |tI-SC3 I e pyramid with L =5 levels, instead of a single

image at the highest resolution.

SynthESIS e Spatial resolutions: {64, 32, 16, 8, 4}
N etWO rk * Each image of the pyramid is independently

used to compute the GAN loss.



GigaGAN Discriminator

Multi-scale output
. . I A}
* Two branches for processing the image Text conditioning tp @

and the text conditioningto ‘Ijﬁ% ,ljlj,:w ‘lf"j% .ljlj RIF

Y

-

] Convolutional
[ Self-attention

* The text branch processes the text similar
to the generator (I'm not sure
exactlyhow).

 Theimage branch receives animage
pyramid and makes independent
predictions for each image scale.

- - b ) = —

-.._LJ

Sweep through multi-scale input



How

does GigaGAN
works?

/4



GAN Upsampler

* GigaGAN can be extended to train a text-conditioned super-resolution
model.

* Upsampling the outputs of the base GigaGAN generator to obtain
high-resolution images at 512px or 2k resolution.



Training Data

A golden luxury motorcycle parked at the
King's palace. 35mm f/4.5.

'Il * For text-to-image synthesis, we train our

>

Y ? - models on the union of LAION2B-en and
| COYO-700M [8] datasets,

|

” * The 128-t01024 upsampler model trained
on Adobe’s internal Stock images &

¥ .
A portrait of a human growing colorful flowers from her hair. Hperrealistic 0il painting. a cute magical ~ “ I Iagenet-

| e Use CLIP ViT-L/14 [71] for the pre-trained
text encoder

A living room with a fireplace at a blue Porsche 356 parked in ) Eiffel Tower, landscape
a wood cabin. Interior design. front of a yellow brick wall. photography




“A modern mansion ..” “A victorian mansion ..’

. in a
sunny day”

/c\\L
2 00 )

/T

3 F? _ ' aere a e i 5 5 .“l"‘ = e Vi I )
‘.. 1n sunset” S e . . ] ﬁ 'I [ .
: ) 3 N 59 I ] R 1 T

Latent Space Interpolation




Coarse and Fine Style Control

“A Toy sport
sedan, CG
art:"

Fine styles

Coarse styles



Upsampler Results

nput artwork from AdobeStock (128px)

Real-ESRGAN (1024px, 0.06s)

SD Upscaler (1024px, 7.75s)

GigaGAN Upsampler (1024px, 0.13s)

Input o

Real-ESRGAN (1 i

o 0 Sard

GigaGAN Up (1K).gi
¥ fen




a ) ; o ¢ : i3
 SD Upscaler (1024px, 7.75s) GigaGAN Upsampler (1024px, 0.13s)

iput photo (128px)

Real-ESRGAN (1K)

Upsampler
Results

SD Upscaler (1K)

GigaGAN Up (4K)



Questions?

Pretrained
text encoder

"an oil
painting of a CLlPa

Learned
text encoder

corgi”

Textc

.1 tiocal
[* .J tglobal

z~N(0,1) —
Latent code

\

[1[1]

M

LI

Constant

O Convolutional
[ Self-attention
[l Cross-attention

w Affine

Softmax

E-{lf

|7

Our high-capacity text-to-image generator

Weighted
— -Avg —p —_— ® — :
Filter Bank Selected Filter Modulgied
weights
J \ )
Filter Selection Modulation

Sample-adaptive kernel selection
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